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Abstract

In a remote cmmputer-mediated coll aboration, co-workers have alimited perception of each other. Virtual
humans can be used to increaseinteraction by immersion in 3D coll aborative virtua environment. We discuss
solutions to immerse shared 2D applications in a 3D world and to represent user actions on the gplicaion as
avatar actionsin the 3D virtua immersive inhabited world.

Introduction

In aremote omputer-mediated coll aboration, co-workers have alimited perception of each other: they loose the
sense of immerson. To deal with this probem, some wllaborative ewironments as NetMeding [1] use
videoconferencing. Leung [2] claims that these systems lack the sense of immersion because every participant
sees others in separate windows and doesn't know who is acting.

In order to improve the group perception, users can be represented as avatars in a 3D virtual world. The
2D applicaion can be mapped in the 3D world and shared among users in distributed virtual environments. For
example, VReng [3] uses VNC [4] to provide avirtud board on which 2D application is siown. Unfortunately,
in VReng users actions on the 2D-interface application are not asociated with avatars actions. Another problem
is that the 2D interface is usually poorly viewed and manipulated in 3D worlds. To bypass this limitation,
NetICE [5] dlow user to leave temporarily the 3D interfaceto interact with the 2D application.

We have devel oped a shared environment that allows dired manipulation of the 2D interface and where
actions of users on the 2D applicaion are reproduced by avatarsin a 3D virtual inhabited world.

An immersive interface

The interface we propose has two separate aeas. an application space and an immersive inhabited space. The
application spaceisa high quality view of the 2D interface of the shared application on which users can diredly
interact. The immersive inhabited space is a virtual multi-user 3D world containing a virtua board on which the
application space is mapped. Each user isrepresented with a humanoid avatar in the virtual world. Avatarsin the
immersive inhabited space reproduce user actions on the application space.

Users can lodk at immersive inhabited space and seewho is acting. The active avatar is positioned in
front of the board and foll ows with its hand the event positi on associated to the user's actions in the 2D-interface
application. In the case of mono-user applications, only one user can be active at a time. Other users can raise
their hand to show they are wil ling to interact.
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The architecture

We have developed two prototypes. one uses a multi-user whiteboard application (Figure 1) while the other
alows to share and immerse aty standard mono-user application by using a VNC client (Figure 2). The two
prototypes rely on client server based architedures. The imnersive inhabited spaceis a VRML world where H-
ANIM [6] standard avatars represent users. Actions triggered by users on a 2D application are sent to the server.
If this action changes the state of the system, the server digtributes the necessary messages to all the mnneded
clients, which in turn animate the humanoid avatars.

All the animations are controlled in the Java dient program. Avatar arm movements are alculated by
inverse kinematics based on the IKAN library [7, 8]. To calculate the rotation matrices applied an arm joins, this
algorithm uses a set of 3D co-ordinates parameters. the point of contact on the board, the avatar global position
and the am articulation positi ons.

In the whiteboard prototype, the avatar touches the vertices of the object being drawn to simulate the
actions of the active participant on the 2D-interface The communication between an applet Java and a VRML
world is made with the Externa Authoring Interface (EAI) [9].

In the second prototype, the hand of the active avatar foll ows the mouse on the virtua board to simulate
actions of the active participant on the appgication space. For this, we have extended a sandard VNC client to
alow the virtual board in the immersive inhabited space to recave image @pies of the appicative space
window when it changes. We use Java3D in this prototype to update more dficiently the image mapped on the
virtual board and Xj3D [10] to load the VRML world and to animate the avatars.

See[11]] for further implementation detail s.

Conclusion

In order to increase the sense of coll aboration among co-workers sharing a 2D-appli cation, we have devel oped a
platform in which user interactions are reproduced in a 3D virtua world. We propose to augment the usual
shared application space with a 2D+3D-hybrid environment where users can seecther participants acting in the
shared workspace Thus we @n improve the sense of immersion whil e preserving the 2D-interface egonomy
and allowing comprehensive 3D views of the environment.

As a perspedive, we plan to integrate a omputer vision interface for gesture acquisition [12]. Digant
regtitution of user gestures will allow non-verbal communication [13] among users and increase the sense of
immersion. This might be used in coll aborative scenarios that integrate a physical whiteboard client in the virtual
world. Video projedion and a wireless pen such as MIMIO [14] can achieve this. Besides representing the
interactions with 2D interfaces, we intend to include users natura gestures redised out of the physical
whiteboard.
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